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ABSTRACT 

Geographic Object-Based Image Analysis allows the 

simulation from the view of a human interpreter using 

knowledge models expressed by semantic networks. Data 

mining techniques have been widely used as a support tool 

for the construction of the semantic network. In this sense, 

the aim of this study is to analyze the performance of the 

CART and C4.5 algorithms, which use decision trees, to 

classify urban land cover. A WorldView-2 image was used for 

this analysis. Both algorithms presented good accuracy. The 

C4.5 algorithm accuracy presented average values slightly 

higher than the CART algorithm. C4.5 was supported by 

other software for the execution of the analyses. This posed a 

challenge to the researchers for data integration, data format 

conversion and also file replication. Differently, the CART 

algorithm tested is part of an integrated GEOBIA platform, 

which benefits the user reducing the time spent to execute all 

the image analysis steps.  

Key words — WorldView-2, GEOBIA, Data mining, 

C4.5 Algorithm, CART Algorithm. 

 

1. INTRODUCTION 

 

The third generation of imaging satellites provides data with 

higher spatial, spectral, radiometric and temporal resolutions, 

opening new possibilities to explore the spatial complexity of 

the urban phenomenon [1, 2]. The increase of informative 

content from such images requires the search for new 

methodologies and tools to analyze them, since the analysis 

of these images by conventional methods, such as pixel by 

pixel classifiers and by region, resulted in limitations for 

detailing classes and consequently with low accuracies [4, 5]. 

 The Geographic Object-Based Image Analysis (GEOBIA) 

paradigm represents a solution to overcome these limitations. 

This approach allows the simulation of the contextual view 

from a human interpreter, using knowledge models expressed 

by semantic networks and multiple levels of interconnected 

classification [3]. However, the construction of knowledge 

models is a complex task, requiring the knowledge of the 

scene beforehand and demands a long period for its 

realization [2, 6]. In this sense, data mining techniques have 

been used as a support tool for the construction of semantic 

networks. Decision tree algorithms have been widely used in 

data mining tasks. At the classification of orbital images, 

these algorithms select automatically the most appropriate 

attributes for the characterization of classes to be 

discriminated. The result is represented by a decision tree 

which is later adapted into a semantic network [7, 8, 6]. 

Thus, this study proposes a methodology to use jointly 

cognitive and data mining approaches aiming to analyze the 

performance of both decision and regression tree algorithms 

for the classification of urban land cover generated from 

images with high spatial resolution. In order to verify if these 

trees are equivalent in performance, the following specific 

objectives are proposed: to compare the structure of the 

decision trees and the classifications generated by data miners 

C4.5 [9] and CART (Classification and Regression Trees) 

[10]. For this analysis, a WorldView-2 scene from São José 

dos Campos city, São Paulo State (Brazil) was used. 

 

2. METHODOLOGY 

 

Totally 12 types of different materials were identified in the 

area under study (Table 1).  

Table 1. Urban land cover classes discriminated by hierarchy 

classes of segmentation. 
Level 1 Level 2 Level 3 Level 4 

Blocks  

Impervious 

covers  

Ceramic 

Orange colored ceramic 

Grey ceramic 

Weathered red ceramic  

New red ceramic  

Metallic Covers 
Bright metallic 

Metallic with grey painting 

Derived from 

cement 

New cement 

Weathered cement 

Non-road paving Quartzite  

Pervious 
covers 

Water bodies  Swimming pool  

Bare soil Bare soil 

Vegetation Arboreal vegetation 

Moreover, two segmenters were considered at eCognition 

software. Initially, the Multi-resolution Segmentation 

algorithm was used [11]. For the hierarchical network of 

objects, a Top-Down strategy was adopted. The first level 

was created to separate Blocks from Streets. The blocks were 

classified by the predominance of targets, such as: 

Vegetation, Buildings, Houses, Metallic Covers and Mixed 

Areas. Thus, in the lower levels of segmentation each block 

type received different parameters in the segmentation 

criteria. 
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The second segmentation level sought to separate 

pervious from impervious areas; the third level aimed to 

characterize urban targets; the 4th level was created to 

discriminate smaller targets, causing a super segmentation of 

the image. Due to that, the 5th segmentation level was 

created, using the Spectral Difference segmentation 

algorithm, which allows to group statistically similar 

contiguous segments with a Bottom-Up strategy. 

Aiming to increase the diversification of the input dataset 

for object classification from the image, customized attributes 

were generated, based on mathematical operations applied on 

image objects.  

In order to make the classification models equivalent to 

C4.5 and CART algorithms, the same values of algorithm 

parameters were defined for both tests, namely the Type of 

Test and the Minimum number of samples for Decision Tree 

Leaf (M) to generate a rule. The test option chosen was of 

type Cross Validation, totaling 10 validations. As for 

parameter M, 14 tests were done, varying the parameter from 

2 to 15 samples for each algorithm, totaling 28 models of 

trees tested.  

The decision on the number of validation samples was 

made based on the size of the area of each class for each test. 

The larger the area occupied by a class, the greater the 

number of validation samples collected. In total, 455 

validation samples were collected at the 5th segmentation 

level. 

Due to the large number of tests made at both 

experiments, preliminary evaluation of accuracy was needed, 

to have a first overview of how the accuracies would look 

like. So the sampling set for the first accuracy evaluation 

presented 65 samples, obtained at segmentation level 5.  
The evaluation of decision trees was done based on its 

complexity. For this task, the depth value of each tree was 

analyzed. This was done through counting all nodes on it, i.e. 

its leaves and decisions. 

 

3. RESULTS 

 
The results of preliminary accuracies obtained with tests, are 

presented on Figure 1.  

 
Figure1. Comparison of preliminary accuracies obtained at 

classifications generated by algorithms CART and C4.5. The 

minimum value of instances per leaf is represented by M 

following the value of this parameter per test. 

The analysis of graph at Figure 1 indicates that both 

algorithms present a good preliminary accuracy. As for the 

CART algorithm, the preliminary accuracies concentrate 

between 72.3% and 76.9%, while at the C4.5 algorithm these 

accuracies are relatively higher, between 73.8% and 81.5% 

which corresponds to an average of 3.8% above the 

accuracies obtained by the CART classifier. Besides that, 

both algorithms remain stable with the increase of the M 

value, varying 4.6% in the tests with CART, 7.7% in those 

with algorithm C4.5 and 9.2% when comparing among them.   

The depth values from each tree are presented on the 

graph below (Figure 2).  

 
Figure 2. Comparison of depth from decision trees generated 

by algorithms CART and C4.5. The minimum value of 

instances per leaf is represented by M followed by the value of 

this parameter per test. 

Referring to the tests performed with the CART 

algorithm, the variation between the largest and the smallest 

tree was 22 nodes, while with the C4.5, the tree sizes varied 

in 28 nodes. When compared, the C4.5 algorithm presents a 

mean difference of 18 nodes less than the trees generated by 

the CART algorithm, which means that the algorithm C4.5 

was able to generate more generic trees. 

In the search for a decision tree with both a good 

generalization ability and accuracy, decision trees were found 

where the model used value 10 for parameter M. Its decision 

trees are presented below (Figures 3 and 4).  

Figure 3.  Decision tree generated by algorithm CART with 

M=10. 
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Figure 4.  Decision tree generated by algorithm C4.5 with 

M=10. 

The preliminary accuracy of the model generated by the 

CART algorithms in the chosen model presented an accuracy 

corresponding of 72.3%, while the algorithm C4.5 presented 

a slightly higher accuracy, of 73.8%, which corresponds to a 

difference of 1.5%. 

As for the depth of the decision trees, the tree obtained by 

the CART model presented 41 nodes while that of the C4.5 

model 29 nodes, which corresponds to a difference of 12 

nodes between them. Thus, it can be stated that the C4.5 tree 

reached a higher level of generalization. 

Considering the most suitable attributes for the 

characterization of each soil cover class and, therefore, the 

classification model generated, the WorldView-2 image was 

classified according to Figures 5 and 6. In order to check the 

class given to each object of the image, its edges were 

maintained. 

 

 
Figure 5. Classification of urban land cover, using algorithm 

CART with M=10. 

 
Figure 6. Classification of urban land cover using algorithm 

C4.5 with M=10. 

Finalizing, the accuracy of the urban land cover 

classifications generated by the CART and C4.5 algorithms 

with an M value of 10 are presented. The results are shown in 

the confusion matrices (Table 2 and Table 3). 

Table 2. Confusion matrix of classification with algorithm 

CART, with M=10. 

 

Table 3. Confusion matrix of classification with algorithm 

C4.5, with M=10. 

 
 

In general, the classifications obtained a similar global 

accuracy, and the classification generated with the CART 

algorithm presented a slightly higher value. The graph 

allowed to observe that both algorithms obtained low 

accuracy in the classification of the classes Orange Ceramic 

and Weathered Cement. In the first case the classification was 

included by the CART algorithm in the Grey Ceramic classes 

and New Cement. At algorithm C4.5 the result was 

Weathered Red Ceramic and Bare Soil. In the second case, 
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the confusion occurred with classes Grey Ceramic, New 

Cement, Metallic with Grey paint and Bare Soil in both 

models. The CART algorithm also included it in the Shadow 

class and the algorithm C4.5 in the Quartzite and Swimming 

Pool. 

The CART algorithm presented still a low accuracy in the 

classification for classes Weathered Red Ceramic and 

Quartzite. The first was classified as Orange Ceramic, Grey 

Ceramic and New Red Ceramic while Quartzite was included 

in the Bright Metallic, Grey Ceramic and Bare Soil. The C4.5 

algorithm presented low accuracy for the classification of the 

Grey Ceramic and Shade classes. The first one was included 

in Weathered Red Ceramic and Quartzite and the second one 

in the classes Weathered Cement, Shade, Grey Ceramic, 

Arboreal Vegetation, Weathered Red Ceramic and Metallic 

with Grey Paint. 

 

4. CONCLUSION 

 

As shown, the performance of decision tree algorithms for 

urban land cover classification from high spatial resolution 

orbital images was analyzed using Data Mining algorithms 

C4.5, available in both WEKA and eCognition platforms. 

Regarding its accuracy, although both algorithms presented 

good results, C4.5 obtained, in general, better results than 

CART. As for the complexity of the decision tree models 

obtained in the experiments, C4.5 presented a higher 

generalization capacity on the formulation of the rules by 

attribute. As presented, the test using C4.5 required the 

migration from the GEOBIA environment to Data Mining 

and its return, after the definition of the classification model. 

This poses challenges to researchers such as format 

conversion and integration of the data and knowledge of the 

software to be used.  

Consequently, the possibility to use a platform that 

integrates all image analysis tasks, is a benefit for the user, 

regarding the time and cost savings to carry out all these 

steps. This scenario summarizes the test performed on the 

eCognition platform with the CART algorithm. In spite of the 

advantages described, the high licensing cost may be a barrier 

to its use. As an alternative it is suggested to look for 

computational environments using the free software policy. 
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